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LANDSAT
• LANDSAT Orbit
• LANDSAT 4,5 MSS Sensor 

Characteristics
• LANDSAT TM, ETM+ Sensor 

Characteristics

16 daysRepeat Cycle

99 minPeriod

98.2 degInclination

705 kmAltitude

Sun-SynchronousType

820.8 - 1.14 Near IR

820.7 - 0.83 Near IR

820.6 - 0.72Red

820.5 - 0.61Green

Resolution (m)Wavelength (µm)Band

150.5 - 0.9Panchromatic

302.08 - 2.357 SWIR

120 (TM) 60 (ETM+)10.40 - 12.506 Thermal IR

301.55 - 1.755 SWIR

300.76 - 0.904 Near IR

300.63 - 0.693 Red

300.52 - 0.602Green

300.45 - 0.521Blue

Resolution (m)Wavelength (µm)Ban
d
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Landsat Data is available for FREE
• Path: 188, Row: 25

• elp188r025_7t200005
07.tar.gz

• GEOTIF

150.5 - 0.9Panchromatic

302.08 - 2.357 SWIR

120 (TM) 60 (ETM+)10.40 - 12.506 Thermal IR

301.55 - 1.755 SWIR

300.76 - 0.904 Near IR

300.63 - 0.693 Red

300.52 - 0.602Green

300.45 - 0.521Blue

Resolution (m)Wavelength (µm)Band
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Image processing

• Pre-processing – later will be explained
• Image enhancement
• Data extraction – later will be explained
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Digital image

• Histogram
• Contrast stretching

• Color composite

• Data: 
– IKONOS (B, G, R, IR, PAN)
– LANDSAT (TM1, TM2, TM3, TM4, TM5, TM6, TM7, 

TM8)
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Digital image
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Histogram
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Visualisation without contrast
stretching
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Histogram stretchnig
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Visualisation after stretching
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Visualisation after equalization
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Color composite
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Color composite
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Interpretation key

Part of the image with the object and its
descriptions
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Interpretation key
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Interpretation key

Forest - 1
•Color- red
•Structure – coarse, barankowa

Structure: 
•smooth (amorphous )
•fine
•coarse
•…….
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Interpretation key

Grass - 2
•Color– ligh red
•Strukture – amophous

Structure: 
•smooth (amorphous )
•fine
•coarse
•…….
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Interpretation key

Urban- 3
•Color

•steel
•gree

•Strukture
•coarse
•fine

Structure: 
•smooth (amorphous )
•fine
•coarse
•spotted
•…….
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Water - 4
•Kolor – black
•Struktura – amorphous

Interpretation key

Structure: 
•smooth (amorphous )
•fine
•coarse
•spotted
•…….
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Bare soils - 5
•Color – cyan - bright
•Structure – spotted

Interpretation key

Structure: 
•smooth (amorphous )
•fine
•coarse
•spotted
•…….
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Wastelands- 6
•Color - dark grees, with red 
strips
•Strukture – spotted

Interpretation key

Structure: 
•smooth (amorphous 
•fine
•coarse
•spotted
•…….
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Roofs res 7
•Color - green
•Strukture - amorphous

Interpretation key

Structure: 
•smooth (amorphous )
•fine
•coarse
•spotted
•…….
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Image classification

• Unsupervised
• Supervised
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Base of automatic classification
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Cluster unsupervised classifcation
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Cluster
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Statistics
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Correlation between channels
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Training fields
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Training fields
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Base of automatic classification
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Statistics of training fields
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Classification methods

• The following classification methods are 
available: 

• Box classifier, using a multiplication factor, 
• Minimum Distance, optionally using a threshold 

value, 
• Minimum Mahalanobis distance, optionally using 

a threshold value, 
• Maximum Likelihood, optionally using a 

threshold value, 
• Maximum Likelihood including Prior 

Probabilities, optionally using a threshold value. 
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Classification methods
• Prior to any classification, empirical statistics are drawn from the training 

pixels in the input sample set. These sample statistics are calculated per 
class of training pixels and per band. For instance, for a single class (i), n
mean values are calculated when there are n input bands; these n mean 
values together are called the class mean (vector) for that class (mi). 

• Depending on the selected classification method, the following statistics are 
calculated: 

• for each class i of training pixels: 
– the means of training pixels per band (mi), 
– in case of box classifier: the variance of the training pixels per band, 
– the standard deviation of the training pixels per band (should be > 0), 
– the predominant value (mode) per band, 
– in case of Minimum Mahalanobis distance, Maximum Likelihood and Prior 

Probability classifier: an n x n variance-covariance matrix (Vi) which stores class 
variance per band, and class covariance between bands. 

• For each feature vector to be classified, these statistics are used to 
calculate the shortest 'distance' towards the training classes. All 
classification decisions are thus based on these statistical empirical 
parameters. 
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Supervised classification
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Box classifier

For each class, a multi-dimensional box is 
drawn around the class mean.

For each class, the size of the box is 
calculated as:

(class mean ± standard deviation per 
band) * multiplication factor

• If a feature vector falls inside a box, 
then the corresponding class name is 
assigned. 

• if a feature vector falls within two 
boxes, the class name of the box with 
the smallest product of standard 
deviations is assigned, i.e. the class 
name of the smallest box. 

• if a feature vector does not fall within a 
box, the undefined value is assigned. 
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Minimum Distance to Mean

• For each feature vector, the 
distances towards class 
means are calculated. 

• The shortest Euclidian 
distance to a class mean is 
found; 

• if this shortest distance to a 
class mean is smaller than the 
user-defined threshold, then 
this class name is assigned to 
the output pixel. 

• else the undefined value is 
assigned. 
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Mindist (100 i 50)
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Minimum Mahalanobis distance:

For each feature vector, the Mahalanobis distances towards class means are 
calculated. This includes the calculation of the variance-covariance matrix V 
for each class i. 

The Mahalanobis distance is calculated as:

di(x) = yTVi
-1y

For an explanation of the parameters, see Maximum Likelihood classifier. 

• For each feature vector x, the shortest Mahalanobis distance to a class 
mean is found; 

• if this shortest distance to a class mean is smaller than the user-defined 
threshold, then this class name is assigned to the output pixel.

• else the undefined value is assigned. 
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Machalanobis distance
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Machalanobis distance

di(x) = yTVi
-1y
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Maximum Likelihood

For each feature vector, the distances towards class means are calculated. This includes the 
calculation of the variance-covariance matrix V for each class i. 

The formula used in Maximum Likelihood reads:

di(x) = ln|Vi| + yTVi
-1y

where:
• di - distance between feature vector (x) and a class mean (m i) based on probabilities
• Vi - the n x n variance-covariance matrix of class i, where n is the number of input bands
• |Vi| - determinant of Vi
• Vi

-1 - the inverse of Vi
• Y - x - mi ; is the difference vector between feature vector x and class mean vector m i
• yT - the transposed of y

• For each feature vector x, the shortest distance di to a class mean m i is found; 
• if this shortest distance to a class mean is smaller than the user-defined threshold, then this class 

name is assigned to the output pixel. 
• else the undefined value is assigned. 
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Maximum Likelihood
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Accuracy analysis
• Control fields
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Accuracy analysis – cross matrix
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Accuracy analysis
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Accuracy analysis
Overall accuracy

Producer’s accuracy

User’s accuracy


